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(54) Method for reducing a selection result set of a database query

(67) A method (300) for reducing a selection result
set of a database query includes: applying (301, 302) the
database query on an ordered set of data items based
on a limiting condition to provide a selection result set;
providing (303) an approximate histogram of values of
the selection result set by randomly sampling over the
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values of the selection result set; determining (304) a
histogram-based filter based on a plurality of ranges of
the approximate histogram with respect to a filter condi-
tion; and applying (305) the histogram-based filter to the
selection result set to provide a reduced selection result
set.
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Description

TECHNICAL FIELD

[0001] The presentdisclosure relates to a method for reducing a selection result set of a database query, in particular
with respect to parallel Top-N selection execution in column-store databases. The disclosure further relates to a multi-
core processor executing such method.

BACKGROUND

[0002] In the technical field of databases, Top-N selection queries limit (reduce) the cardinality of the sorted result set
to a given number. In other words, they return first N rows of the full sorted result set. For example, in SQL, a Top-N
query can be expressed in the following way: "SELECT ¢ FROM t WHERE a>10 AND b<50 ORDER BY d LIMIT 2",
where a and b are called filter columns and d is called a sort column. The query will return two rows having the values
of the projection column ¢, corresponding to the result set rows that have the highest values of d in the result set. Such
aresult set is called a reduced result set. Top-N queries are important in analytical processing where often only highly
significant results are needed. The technical challenge of Top-N queries is that the full result set size can be orders of
magnitude larger than the number of requested rows. It is not uncommon to request only few (e.g. up to ten) rows of
the full result set having the size of millions of rows. The goal of the Top-N methods is to avoid materializing the full
result set. Only top rows are to be materialized. This is to save both the processing resources and memory.

[0003] Another challenge is related to the fact that analytical databases are columnar databases (column stores). The
difference between a traditional row-store database and a column-store database is illustrated in Fig. 1 a) and b) where
a five-column table is shown as implemented as a row-store table 110 (Fig. 1 a) and a column-store table 120 (Fig. 1
b). In a row store, columns 111 are implemented in such a way that the column values 112 are stored adjacently, in a
row. On the other hand, the column values 122 of the column store are stored adjacently to other values of the same
column 121. The columnar storage is used in analytical databases because it speeds up query condition (predicate)
processing. Query conditions are expressed in terms of columns. On the other hand, the step of result set materialization,
i.e. constructing the result set rows is more expensive than in row stores. That poses a special challenge to Top-N query
processing methods. Unnecessary row materializations have to be avoided at any cost.

[0004] More challenges are posed by the modern memory architectures. Modern processors 200 employ multi cores
201,202, 203, 204, main memory 205 and several levels of memory caches 206, 207, 208 as illustrated in Fig. 2. Current
Top-N algorithms do not address the problems of data locality and cache-consciousness. That leads to frequent cache
misses and inefficient execution. Additionally, processors are equipped with SIMD (single-instruction, multiple-data)
hardware that allows performing so-called vectorized processing, that is, executing the same operation on a series of
closely adjacent data.

[0005] Inanalytical data processing, Top-N queries are common. The efficiency of Top-N queries is of great importance
because N can be usually much smaller than the size of the selection result set, and the Top-N optimization can make
a great difference. Additionally, in column-store databases, unnecessary row materialization can be avoided (late ma-
terialization is required). Prior art methods are not optimal for column-store databases. Current Top-N algorithms do not
address the problems of data locality and cache-consciousness leading to frequent cache misses and inefficient exe-
cution. Additionally, current Top-N methods are not optimal for implementation in SIMD.

SUMMARY

[0006] It is the object of the invention to provide a technique for efficiently implementing Top-N data base queries.
[0007] This object is achieved by the features of the independent claims. Further implementation forms are apparent
from the dependent claims, the description and the figures.

[0008] The invention is based on the idea that an approximate histogram is obtained with sampling of a subset of the
result set. That histogram is used to evaluate an additional reducing filter that will retain approximately N rows of the
result set to be sorted. This method is suited for partitioned tables, so that several parallel working threads can operate
on the table partitions at the same time.

[0009] In order to describe the invention in detail, the following terms, abbreviations and notations will be used:

SQL: Structured Query Language.

Top-N: Top-N queries provide a method for limiting the number of rows returned from ordered sets of data.
SIMD: Single-Instruction, Multiple-Data.

LIMIT N limiting condition of a query
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[0010] According to a first aspect, the invention relates to a method for reducing a selection result set of a database
query, the method comprising: applying the database query on an ordered set of data items based on a limiting condition
to provide a selection result set; providing an approximate histogram of values of the selection result set by randomly
sampling over the values of the selection result set; determining a histogram-based filter based on a plurality of ranges
of the approximate histogram with respect to a filter condition; and applying the histogram-based filter to the selection
result set to provide a reduced selection result set.

[0011] By providing the approximate histogram, determining a histogram-based filter and applying that histogram-
based filter to the selection result set, Top-N data base queries are efficiently implemented. The method provides highly
parallel processing and using of all available system resources. The limiting condition may be evaluated from a low-cost
approximate histogram built dynamically on the sort column of the selection result set. The final selection may be
evaluated by performing, in parallel, bit-wise operations on bitmaps, which yields to vectorized processing. The rows
may be materialized in the last step of the method in order to save resources.

[0012] In a first possible implementation form of the method according to the first aspect, a number of elements of
each range of the plurality of ranges is based on a limit of the limiting condition. When the number of elements of each
range is based onthe limit N of the limiting condition "LIMIT N", the top N values can be found within the highest value range.
[0013] In a second possible implementation form of the method according to the first aspect as such or according to
the first implementation form of the first aspect, the approximate histogram is provided based on a random subset of
the values of the selection result set.

[0014] Whenusing arandom subset of the values of the selection result set, the random subsetrepresents an adequate
sample subset of the selection result set. Further, the random subset can be smaller than the selection result set thereby
saving memory and/or processing resources.

[0015] In a third possible implementation form of the method according to the first aspect as such or according to any
of the preceding implementation forms of the first aspect, the filter condition comprises a comparison with a threshold
value.

[0016] By using the threshold value a resolution of the HBF filter can be adjusted. The number of candidate rows used
for reducing the selection result set can be adjusted.

[0017] In a fourth possible implementation form of the method according to the third implementation form of the first
aspect, the threshold value is greater than a limit of the limiting condition, in particular one greater than the limit of the
limiting condition.

[0018] When the threshold value is greater than a limit N of the limiting condition "LIMIT N" the number of candidate
rows used for reducing the selection result set is increased resulting a higher precision.

[0019] In afifth possible implementation form of the method according to the first aspect as such or according to any
of the preceding implementation forms of the first aspect, the method comprises: determining a bitmap of the histogram-
based filter based on the filter condition; determining a bitmap of the selection result set based on a predicate expression
of the database query; applying the bitmap of the histogram-based filter to the bitmap of the selection result set to provide
a reduced selection result set bitmap; and applying the reduced selection result set bitmap to the selection result set to
provide the reduced selection result set.

[0020] When bitmaps are used the processing can be executed very fast as simple logical operations like bit-wise
AND can be exploited.

[0021] In a sixth possible implementation form of the method according to the first aspect as such or according to any
of the preceding implementation forms of the first aspect, the method comprises: sorting the reduced selection result
set providing a sorted reduced selection result set; and limiting the sorted reduced selection result set with respect to a
limit of the limiting condition.

[0022] Sorting the reduced selection result set is faster than sorting the (non-reduced) selection result set.

[0023] In a seventh possible implementation form of the method according to the first aspect as such or according to
any of the preceding implementation forms of the first aspect, the method comprises: processing the steps of the method
in parallel by a plurality of threads.

[0024] When the steps are processed in parallel by using a plurality of threads, the method can be efficiently applied
in multi-core processor systems where different instances can be performed in parallel thereby reducing the processing
time.

[0025] In an eighth possible implementation form of the method according to the seventh implementation form of the
first aspect, the selection result set comprises a partitioned selection result set and the plurality of threads operate on
different partitions of the partitioned selection result set at the same time, each thread providing a respective partition
of the reduced selection result set.

[0026] The method thus allows to partition the selection result set and to process the steps in parallel for each partition.
Such technique is very efficient for implementing Top-N data base queries.

[0027] In a ninth possible implementation form of the method according to the eighth implementation form of the first
aspect, the method comprises: merging the respective partitions of the reduced selection result set providing a merged
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reduced selection result set; and sorting and limiting the merged reduced selection result set providing a sort-limited
merged reduced selection result set.

[0028] By merging the respective partitions of the reduced selection result set, the merged reduced selection result
set comprises all relevant data.

[0029] In a tenth possible implementation form of the method according to the ninth implementation form of the first
aspect, the method comprises: modifying the histogram-based filter based on the sort-limited merged reduced selection
result set.

[0030] Because of the approximate nature of the histogram, it may happen that there are not enough rows to satisfy
the Top N reduction. In such cases by modifying the histogram-based filter more histogram ranges can be taken into
account.

[0031] In an eleventh possible implementation form of the method according to the first aspect as such or according
to any of the preceding implementation forms of the first aspect, the ordered set of data items comprises a columnar
database.

[0032] The method thus can be applied to columnar databases. The method thus can be used in analytical databases
thereby speeding up query condition (predicate) processing.

[0033] In a twelfth possible implementation form of the method according to the eleventh implementation form of the
first aspect, applying the database query comprises: applying a logical expression of column values comparisons to
columns of the columnar database to provide the selection result set.

[0034] The logical expression of column values comparisons can be implemented very efficiently by using bitmaps.
[0035] In a thirteenth possible implementation form of the method according to the first aspect as such or according
to any of the preceding implementation forms of the first aspect, the database query comprises one of the following SQL
programming language expressions: a Top-N query, a Join query, a query comprising a limiting condition.

[0036] The method is applicable to a lot of expressions and efficiently processes these expressions.

[0037] The method according to the first aspect of the invention and its implementation forms may be applied to
columnar databases. Efficient sequential columns scans may be used, utilizing data locality and vectorized processing.
The method provides highly parallel processing and using of all available system resources. The Top-N reducing condition
(filter) may be evaluated from low-cost approximate histogram built dynamically on the sort column of the selection result
set. The final selection may be evaluated by performing, in parallel, bit-wise operations on bitmaps, which yields to
vectorized processing too. The rows may be materialized in the last step of the method. The selection operation may
be performed by scanning the columns and producing a bitmap representing the selected rows. A bitmap is a position
index whereby a "1" indicates a paosition, in all column structures, of the column values corresponding to the selected
row. The selection bitmap may be projected on the sort column. Then, an approximate histogram may be calculated on
that subset of the column values. Based on the histogram, an additional reducing filter may be calculated. The sort
column may be scanned with the filter, and an additional bitmap may be produced. That bitmap may be combined (e.g.
by bitwise AND operation) with the previous bitmap, and a potential reduced result set may be produced. This result set
is small and easy to sort. It may be finally sorted and limited to N.

[0038] According to a second aspect, the invention relates to a multi-core processor comprising: a partitioning circuit
configured to partition an ordered set of data items into a plurality of partitions; and a plurality of processing cores,
wherein each processing core is configured to execute the method according to any of claims 1 to 13 on a respective
partition of the ordered set of data items providing a respective partition of the reduced selection result set.

[0039] When applying the method on a multi-core processor, the query can be executed very fast as a number of
parallel cores can work on the query processing in parallel.

[0040] According to a third aspect, the invention relates to a computer program with program code for performing the
method according to the first aspect as such or according to any of the implementation forms of the first aspect, when
the computer program runs on a computer.

[0041] The computer program can be flexibly designed such that an update of the requirements is easy to achieve.
The computer program product may run on a lot of different processors, processor cores and processor systems such
as SIMD.

[0042] According to afourth aspect, the invention relates to a computer program product comprising a readable storage
medium storing program code thereon for use by a computer executing the method according to the first aspect as such
or according to any of the implementation forms of the first aspect.

[0043] Aspects of the invention improve the efficiency of Top-N algorithms by a computing technique allowing the
program to:

- reduce the data set to be sorted to reduce the time needed to sort;

- use sequential access to data instead of random to improve access locality and cache efficiency;
- reduce the amount of memory accessed randomly to reduce cache misses;

- reduce inter-dependency of data to parallelize the Top-N computing;
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- use vectors of adjacent data items in computing to make use of SIMD; and
- reduce complexity of sort data reduction to reduce the cost of intermediate steps of Top-N computing.

BRIEF DESCRIPTION OF THE DRAWINGS

[0044] Further embodiments of the invention will be described with respect to the following figures, in which:

Figs. 1 a and 1 b show schematic diagrams illustrating a row-store database 110 (Fig. 1 a) and a column-store
database 120 (Fig. 1 b);

Fig. 2 shows a high-level block diagram illustrating a multi-core memory architecture 200;

Fig. 3 shows a schematic diagram illustrating a method 300 for executing a database query according to an imple-
mentation form;

Fig. 4 shows a schematic diagram illustrating execution of the first two steps S1 and S2 of the method 300 according
to an implementation form;

Fig. 5 shows a schematic diagram illustrating execution of the third step S3 of the method 300 according to an
implementation form;

Fig. 6 shows a schematic diagram illustrating execution of the fourth step S4 of the method 300 according to an
implementation form;

Fig. 7 shows a schematic diagram illustrating execution of the fifth step S5 of the method 300 according to an
implementation form;

Fig. 8 shows a schematic diagram illustrating execution of the sixth step S6 of the method 300 according to an
implementation form;

Fig. 9 shows a schematic diagram illustrating execution of the seventh step S7 of the method 300 according to an
implementation form; and

Fig. 10 shows a schematic diagram illustrating a method 1000 for reducing a selection result set of a database query
according to an implementation form.

DETAILED DESCRIPTION OF EMBODIMENTS

[0045] Inthe following detailed description, reference is made to the accompanying drawings, which form a part thereof,
and in which is shown by way of illustration specific aspects in which the disclosure may be practiced. It is understood
that other aspects may be utilized and structural or logical changes may be made without departing from the scope of
the present disclosure. The following detailed description, therefore, is not to be taken in a limiting sense, and the scope
of the present disclosure is defined by the appended claims.

[0046] The devices and methods described herein may be based on database queries, in particular Top-N queries.
It is understood that comments made in connection with a described method may also hold true for a corresponding
device or system configured to perform the method and vice versa. For example, if a specific method step is described,
a corresponding device may include a unit to perform the described method step, even if such unit is not explicitly
describedor illustrated in the figures. Further, itis understood that the features of the various exemplary aspects described
herein may be combined with each other, unless specifically noted otherwise.

[0047] The methods and devices described herein may be implemented in multi-core memory architectures, e.g. SIMD
processor architectures. The described devices and systems may include software units and hardware units. The de-
scribed devices and systems may include integrated circuits and/or passives and may be manufactured according to
various technologies. For example, the circuits may be designed as logic integrated circuits, analog integrated circuits,
mixed signal integrated circuits, optical circuits, memory circuits and/or integrated passives.

[0048] Fig. 2 shows a high-level block diagram illustrating a multi-core processor 200 which can be used to execute
the methods as described below with respect to Figs. 3 to 9. The multi-core processor 200 includes a partitioning circuit
(not shown in Fig. 2) that is configured to partition an ordered set of data items into a plurality of partitions. The multi-
core processor 200 includes a plurality of processing cores 201,202, 203, 204, wherein each processing core is configured
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to execute the methods as described below with respect to Figs. 3 to 9 on a respective partition of the ordered set of
data items providing a respective partition of the reduced selection result set.

[0049] Fig. 3 shows a schematic diagram illustrating a method 300 for executing a database query according to an
implementation form.

[0050] The method includes a first step S1 and a second step S2: applying 301, 302 the database query on an ordered
set of data items based on a limiting condition to provide a selection result set. The method includes a third step S3:
providing 303 an approximate histogram of values of the selection result set by randomly sampling over the values of
the selection result set, a fourth step S4: determining 304 a histogram-based filter based on a plurality of ranges of the
approximate histogram with respect to a filter condition; and a fifth step S5: applying 305 the histogram-based filter to
the selection result set to provide a reduced selection result set. The steps S3, S4 and S5 define a method 311 for
reducing a selection result set of a database query, e.g. as described below with respect to Fig. 10.

[0051] A number of elements of each range of the plurality of ranges may be based on a limit of the limiting condition
as described below. The approximate histogram may be provided based on a random subset of the values of the selection
result set as described below. The filter condition may include a comparison with a threshold value as described below.
The threshold value may be greater than a limit of the limiting condition, in particular one greater than the limit of the
limiting condition. The method 300 may include determining a bitmap of the histogram-based filter based on the filter
condition; determining a bitmap of the selection result set based on a predicate expression of the database query;
applying the bitmap of the histogram-based filter to the bitmap of the selection result set to provide a reduced selection
result set bitmap; and applying the reduced selection result set bitmap to the selection result set to provide the reduced
selection result set as described below. The method 300 may include sorting 306 (Step 6) the reduced selection result
set providing a sorted reduced selection result set; and limiting the sorted reduced selection result set with respect to a
limit of the limiting condition as described below. The method 300 may include processing the steps S1 to S6 of the
method 300 in parallel by a plurality of parallel threads 312 as described below. The selection result set may include a
partitioned selection result set and the plurality of threads 312 may operate on different partitions of the partitioned
selection result set at the same time, each thread 312 providing a respective partition of the reduced selection result
set. The method 300 may include merging 307 (Step 7) the respective partitions of the reduced selection result set
providing a merged reduced selection result set; and sorting and limiting the merged reduced selection result set providing
a sort-limited merged reduced selection result set as described below. The method 300 may include modifying 308 (Step
8) the histogram-based filter based on the sort-limited merged reduced selection result set as described below. The
ordered set of data items may include a columnar database. Applying the database query may include applying a logical
expression of column values comparisons to columns of the columnar database to provide the selection result set as
described below. The database query may include a Top-N query, a Join query, a query comprising a limiting condition
or another query to be executed by the method.

[0052] The method may be applied to execute a query, e.g. expressed in the SQL language, of the type:

SELECT <select list> from <table>

WHERE <predicate>

ORDER BY <sort columns> [ASC | DESC]

LIMIT <n>,

where <predicate> is a logical expression of column values comparisons connected with AND, OR and NOT oper-
ators. When <predicate> is applied to <table>, the selection result set is produced. Conceptually, the selection result
set is sorted in the way specified in the ORDER BY clause. The sorted result set is reduced to first <n> rows specified
in the LIMIT clause that is also denoted as the limiting condition.

[0053] As shown in Fig. 3, the eight steps S1: "apply filter on filter columns and generate bitmap for each column”,
S2: "calculate selection result set bitmap", S3: "generate an approximate histogram on sort columns”, S4: "apply the
filter based on the histogram to the result set", S5: "calculate reduced selection result set bitmap", S6: "sort the reduced
result set and limit", S7: "merge-sort and limit to N" and optionally S8: "modify filter" if condition C1 "N rows" is false may
be performed to execute the query. Only if condition C1 is true, i.e. N rows are remaining, in a ninth step S9 the found
rows are materialized.

[0054] The following is an example SQL query used in the detailed illustration of the method 300: SELECT ¢ FROM
t WHERE a>10 AND b<50 ORDER BY d LIMIT 2

[0055] The first two steps S1, S2 are illustrated in Fig. 4. The third step S3 is shown in Fig. 5. The fourth step S4 is
shown in Fig. 6. The fifth step S5 is shown in Fig. 7. The sixth step S6 is shown in Fig. 8. The seventh step S7 is shown
in Fig. 9.

[0056] Fig. 4 shows a schematic diagram illustrating execution of the first two steps S1 and S2 of the method 300
according to an implementation form.

[0057] Values of four columns, A 401, B 402, C 403 and D 404 are shown. Fig. 4 depicts values of a single partition
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of a table. Several partitions can exist. They may be processed in parallel by independent worker threads 312 as shown
above with respect to Fig. 3. The following steps S1 to S6 may be executed in parallel in all working threads. In step S1,
the column-specific elementary conditions may be applied, as filters, to each of the filter columns (A and B). Column-
specific bitmaps, BM_A 411 and BM_B 412 are produced. A "1 ", in a bitmap corresponds to a row that satisfies the
elementary condition 410.

[0058] In step S2, the column-specific bitmaps 411, 412 are used as operands in bit-wise logical operations corre-
sponding to the Boolean operators in the query predicate. In this case, the operator is AND in the elementary condition
410 and thus, the bit-wise AND operation 413 is performed on the column-specific bitmaps 411, 412. The result is a
bitmap 414 of the selection result. The operations of step S1 and S2 take advantage of the possibility to access the
memory sequentially, and to use the SIMD hardware in filtering the columns and in performing bit-wise logical operations
on bitmaps.

[0059] Fig. 5 shows a schematic diagram illustrating execution of the third step S3 of the method 300 according to an
implementation form.

[0060] Step S3 is dedicated to the generation of an approximate histogram of the sort column D 504 of the selection
result set that may correspond to the column D 404 shown in Fig. 4 on which the selection result bitmap 414 been
applied. The selection result bitmap 414 produced in Step 2 indicates the rows that are part of the selection result set.
These rows are randomly sampled on the part of the sort column D 504, and an approximate value histogram 501 is
produced. It tells how many column values fall within each specified value interval. Only a small amount of values of the
column D 504 needs to be sampled to obtain an approximate histogram. In this example, the histogram includes a first
range 504a in which the values 2 and 3 fall, a second range 504b in which the values 19 and 26 fall and a third range
504c in which the values 44 and 56 fall.

[0061] Fig. 6 shows a schematic diagram illustrating execution of the fourth step S4 of the method 300 according to
an implementation form.

[0062] In Step S4, the histogram 501 is used to calculate an additional filter on the sort column 404, the so called HBF
(histogram-based filter) 601. Because N=2 in this example, the top two values can be found within the highest value
range 504c. However, because the histogram is an approximate histogram, the nextrange 504b is taken too, as a safety
margin. The chosen filter condition t corresponds to the two rightmost ranges 504c, 504b of the histogram 501. Precisely,
the filter condition is D > 3. The histogram-based filter (HBF) condition 601 is applied to the full column D 404, by
scanning. That produces a new bitmap 602 resulting from the HBF (HBF bitmap). That bitmap 602 indicates the rows
that are potentially members of the reduced selection result set.

[0063] Fig. 7 shows a schematic diagram illustrating execution of the fifth step S5 of the method 300 according to an
implementation form.

[0064] In Step S5, a bitwise AND operation is performed on the selection result bitmap 414 and the HBF bitmap 602.
The result is the preliminary reduced selection result set bitmap 701. It indicates those rows of the selection results 704
that are likely to participate in the reduced result (Top 2). The set of those rows is also denoted as reduced selection
result set 704.

[0065] Fig. 8 shows a schematic diagram illustrating execution of the sixth step S6 of the method 300 according to an
implementation form.

[0066] In order to find Top 2 rows of this table partition, in Step S6, the rows of the selection results 704 processed in
step S5 are sorted 801 resulting in a set of sorted rows of the selection results 804 which set 804 is reduced 802 to two
rows resulting in a set of sorted and reduced rows of the selection results 804a.

[0067] Fig. 9 shows a schematic diagram illustrating execution of the seventh step S7 of the method 300 according
to an implementation form.

[0068] As steps S1 to S6 were performed on each data partition of a table, the results need to be consolidated. This
is done in Step S7, where the partition-specific reduced selection result sets 804a, 804b, 804c (on the sort column D)
are sort-merged 901 to obtain a sort-merged reduced selection result set 904 and reduced 902 to obtain a further reduced
sort-merged reduced selection result set 904a. The Step S8 generates 906 the corresponding values of the query result
set, that is, the values of the projection column C 903 (Fig. 9). The column values of the same row are found by way of
row IDs (in this example the values 8 and 9) associated with column values (in this example 19 and 26).

[0069] Because of the approximate nature of the histogram, it may happen that there are not enough rows (N) to
satisfy the Top N reduction. In such cases an additional Step 8 may be taken, whereby the HBF condition 601 may be
modified in a way that more histogram ranges 504a, 504b, 504c are taken into account. Subsequently, the steps S4 to
S8 may be repeated with the modified HBF condition.

[0070] The method as described herein is not limited to the execution of a Top-N query. One example of the method
300 encompasses all queries having the LIMIT clause, or similar (the exact syntax may vary). One example is an
implementation of a reduced join query, generally expressed, in the SQL language, as:

SELECT <select list> FROM table_A JOIN table_B {JOIN table_C ...}
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WHERE <predicate> ORDER BY <sort columns> [ASC|DESC] LIMIT <n>

[0071] In this example, advantage is taken of the fact that, in the course of join processing in a column store, bitmaps
may be produced representing joined rows of the participating tables. The bitmap of the table hosting the sort column
may be used to produce an approximate histogram of the sort column (in the join result set). The following steps may
be the same as in the example shown with respect to Figs. 3 to 9: a histogram-based filter HBF is calculated and the
corresponding bitrnap (HBF bitmap) is generated. The HBF bitmap is bitwise ANDed with other bitmaps, and only the
satisfying rows are joined. The resulting potential reduced result set is sorted and reduced, to produce the query result.
[0072] Fig. 10 shows a schematic diagram illustrating a method 1000 for reducing a selection result set of a database
query according to an implementation form.

[0073] The method 1000 includes applying 1001 the database query on an ordered set of data items based on a
limiting condition to provide a selection result set. The applying 1001 may correspond to the first two steps S1, S2
described above with respect to Figs. 3 to 9. The method 1000 includes providing 1002 an approximate histogram of
values of the selection result set by randomly sampling over the values of the selection result set. The providing 1002
may correspond to the third steps S3 described above with respect to Figs. 3 to 9. The method 1000 includes determining
1003 a histogram-based filter based on a plurality of ranges of the approximate histogram with respect to a filter condition.
The determining 1003 may correspond to the fourth step S4 described above with respect to Figs. 3 to 9. The method
1000 includes applying 1004 the histogram-based filter to the selection result set to provide a reduced selection result
set. The applying 1004 may correspond to the fifth step S5 described above with respect to Figs. 3 to 9.

[0074] The methods, systems and devices described herein may be implemented on multi-core memory architectures,
e.g. SIMD processor systems. They may also be implemented as software in a Digital Signal Processor (DSP), in a
micro-controller or in any other side-processor or as hardware circuit within an application specific integrated circuit
(ASIC) of a Digital Signal Processor (DSP).

[0075] The invention can be implemented in digital electronic circuitry, or in computer hardware, firmware, software,
or in combinations thereof, e.g. in available hardware of conventional SIMD processor devices or in new hardware
systems dedicated for processing the methods described herein.

[0076] The present disclosure also supports a computer program product including computer executable code or
computer executable instructions that, when executed, causes at least one computer to execute the performing and
computing steps described herein, in particular the method 300 as described above with respect to Figs. 3 to 9. Such
acomputer program product may include areadable storage medium storing program code thereon for use by a computer,
the program code may perform the method 300 as described above with respect to Figs. 3 to 9.

[0077] While a particular feature or aspect of the disclosure may have been disclosed with respect to only one of
several implementations, such feature or aspect may be combined with one or more other features or aspects of the
other implementations as may be desired and advantageous for any given or particular application. Furthermore, to the
extent that the terms "include”, "have", "with", or other variants thereof are used in either the detailed description or the
claims, such terms are intended to be inclusive in a manner similar to the term "comprise". Also, the terms "exemplary",
"for example" and "e.g." are merely meant as an example, rather than the best or optimal. The terms "coupled" and
"connected", along with derivatives may have been used. It should be understood that these terms may have been used
to indicate that two elements cooperate or interact with each other regardless whether they are in direct physical or
electrical contact, or they are not in direct contact with each other.

[0078] Although specific aspects have been illustrated and described herein, it will be appreciated by those of ordinary
skill in the art that a variety of alternate and/or equivalent implementations may be substituted for the specific aspects
shown and described without departing from the scope of the present disclosure. This application is intended to cover
any adaptations or variations of the specific aspects discussed herein.

[0079] Although the elements in the following claims are recited in a particular sequence with corresponding labeling,
unless the claim recitations otherwise imply a particular sequence for implementing some or all of those elements, those
elements are not necessarily intended to be limited to being implemented in that particular sequence.

[0080] Many alternatives, modifications, and variations will be apparent to those skilled in the art in light of the above
teachings. Of course, those skilled in the art readily recognize that there are numerous applications of the invention
beyond those described herein. While the present inventions has been described with reference to one or more particular
embodiments, those skilled in the art recognize that many changes may be made thereto without departing from the
scope of the present invention. It is therefore to be understood that within the scope of the appended claims and their
equivalents, the invention may be practiced otherwise than as specifically described herein.

Claims

1. A method (300, 1000) for reducing a selection result set of a database query, the method comprising:
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applying (301, 302, 1001) the database query on an ordered set of data items (401, 402, 403, 404) based on
a limiting condition to provide a selection result set (504);

providing (303, 1002) an approximate histogram (501) of values of the selection result set (504) by randomly
sampling over the values of the selection result set (504);

determining (304, 1003) a histogram-based filter (602) based on a plurality of ranges (504a, 504b, 504c) of the
approximate histogram (501) with respect to a filter condition (601); and

applying (305, 1004) the histogram-based filter (602) to the selection result set (504) to provide a reduced
selection result set (704).

The method (300) of claim 1,
wherein a number of elements of each range (504a, 504b, 504c) of the plurality of ranges is based on a limit of the
limiting condition.

The method (300) of claim 1 or 2,
wherein the approximate histogram (501) is provided based on a random subset of the values of the selection result
set (504).

The method (300) of one of the preceding claims,
wherein the filter condition (601) comprises a comparison with a threshold value.

The method (300) of claim 4,
wherein the threshold value is greater than a limit of the limiting condition, in particular one greater than the limit of
the limiting condition.

The method (300) of one of the preceding claims, comprising:

determining a bitmap of the histogram-based filter (602) based on the filter condition (601);

determining a bitmap (414) of the selection result set (504) based on a predicate expression of the database
query;

applying the bitmap of the histogram-based filter (602) to the bitmap (414) of the selection result set (504) to
provide a reduced selection result set bitmap (701); and

applying the reduced selection result set bitmap (701) to the selection result set (504) to provide the reduced
selection result set (704).

The method (300) of one of the preceding claims, comprising:

Sorting (306, 801) the reduced selection result set (704) providing a sorted reduced selection result set (804); and
limiting (802) the sorted reduced selection result set (804) with respect to a limit of the limiting condition.

The method (300) of one of the preceding claims, comprising:

processing the steps (301, 302, 303, 304, 305, 306) of the method (300) in parallel by a plurality of threads (312).
The method (300) of claim 8,
wherein the selection result set (504) comprises a partitioned selection result set and the plurality of threads (312)

operate on different partitions of the partitioned selection result set at the same time, each thread providing a
respective partition (804a, 804b, 804c) of the reduced selection result set (704).

10. The method (300) of claim 9, comprising:

merging (307, 901) therespective partitions (804a, 804b, 804c) of the reduced selection result set (704) providing
a merged reduced selection result set (904); and

sorting (901) and limiting (902) the merged reduced selection result set (904) providing a sort-limited merged
reduced selection result set (904a).

11. The method (300) of claim 10, comprising:

Modifying (308) the histogram-based filter based on the sort-limited merged reduced selection result set (904a).
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The method (300) of one of the preceding claims,
wherein the ordered set of data items (401, 402, 403, 404) comprises a columnar database.

The method (300) of claim 12, wherein applying the database query comprises:

applying a logical expression of column values comparisons to columns of the columnar database to provide
the selection result set (504).

The method (300) of one of the preceding claims,
wherein the database query comprises one of the following SQL programming language expressions:

a Top-N query,
a Join query,
a query comprising a limiting condition.

A multi-core processor (200) comprising:
a partitioning circuit configured to partition an ordered set of data items into a plurality of partitions; and
a plurality of processing cores (201, 202, 203, 204), wherein each processing core is configured to execute the
method according to any of claims 1 to 13 on a respective partition of the ordered set of data items providing

a respective partition of the reduced selection result set.

A computer program with program code for performing the method (300) according to any of claims 1 to 14, when
the computer program runs on a computer.

10
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